A numerical study of one-step models of polymerization: Frontal versus bulk mode
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Abstract

In free-radical polymerization, a monomer-initiator mixture is converted into a polymer. Depending on initial and boundary conditions, free-radical polymerization can occur either in a bulk mode (BP) or in a frontal mode (FP) via a propagating self-sustaining reaction front. The main goal of this paper is to study the role that bulk polymerization plays in frontal polymerization processes for various one-step kinetics models.

We use numerical simulations to study the influence of reaction kinetics on one-dimensional frontal polymerization. We show that the long-time behavior of systems modeled with discontinuous distributed kinetics (e.g., step-function kinetics) significantly departs from the long-time behavior of systems modeled with Arrhenius kinetics. The difference is due to slow BP in the initial mixture of reagents, which influences both the speed and the long-time stability of the reaction front.

Further, we show that for distributed kinetics a “true” FP is only possible for a steadily propagating, traveling-wave reaction front. When a front propagates in a pulsating mode, we demonstrate the existence of pockets of unreacted monomer behind the front. These pockets evolve via a bulk polymerization mechanism.

A mathematical model of one-step free-radical frontal polymerization is identical to the model of gasless combustion, so bulk reactions play a role in the latter context, as well. However, fronts propagate much faster in combustion than in polymerization, and slow bulk reactions in regions ahead of the burning front can generally be neglected.
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1. Introduction

1.1. Physical background

We study the interplay between two different modes of free-radical polymerization—frontal polymerization (FP) via a propagating, localized reaction zone \([1,2]\) and bulk polymerization (BP) within a distributed reaction zone. While BP has been widely used in manufacturing of plastics, FP remains at the experimental stage. FP has an advantage over BP in the speed of conversion and has a number of potential uses such as filling or sealing of structural cavities, rapid curing of polymers, and uniform curing of thick polymers \([3]\).

Free-radical polymerization is the process of converting a monomer-initiator mixture into a polymer, which occurs when a thermally unstable initiator is mixed with a monomer. The initiator molecules decompose into radicals that combine with the monomer to form reactive polymer chains (polymer radicals) that continue to grow by incorporating additional molecules of the monomer. The growth may terminate through a reaction with either another reactive polymer chain or an initiator radical. The polymer molecule becomes inactive following the termination step.

The polymerization reactions are exothermic and are modeled with temperature-dependent (Arrhenius) kinetics. In the bulk mode, the temperature of the test tube is raised uniformly throughout the tube, accelerating the polymerization reactions that occur everywhere inside the tube at the same time. In the frontal mode, the reactions are initiated locally and then propagate through the tube via the thin, self-sustaining reaction zone determined by the coupling between the thermal diffusion and the reaction kinetics.

A typical FP experiment can be performed in a glass tube filled with reagents. An external heat source, when applied at the top of the tube, initiates a descending front that appears as a moving region of polymer formation. Depending on the choice of reactants and the conditions of the experiment, the front either may or may not propagate with a constant speed. Various non-uniform propagation scenarios can occur, even if the front always remains flat—the situation considered in this paper.

Several conditions are necessary for the existence of the frontal mode. First, the ignition temperature must be high enough to generate and initially sustain the reaction front. Further, the reaction rate must be extremely small at the initial (ambient) temperature but very large at the front temperature. The high reaction rate coupled with the exothermicity of the reaction must be sufficient to overcome heat losses into the reactants and product zones.

The mode of conversion may also depend on the physical state of both reagents and the final product. In particular, the monomer can be a liquid and the polymer can be either a solid or a very viscous liquid \([3]\). To minimize flow transport in the system, the viscosity of the monomer can be increased by adding to the system inactive components such as silica gel \([3]\). Here we will assume that both reagents and the final product are viscous enough for us not to be concerned with convective effects and bubble formation that affect the polymerization dynamics in the liquid phase.

A more extensively studied chemical process with a similar reaction mechanism is self-propagating high-temperature synthesis (SHS)—a combustion process characterized by a heat release large enough to propagate a combustion front through a powder compact, while consuming the reactant powders \([4,5]\). The simplest models and front propagation mechanisms for FP and SHS are essentially the same, except for the magnitudes of the model parameters. These differences in parameter values may lead to the differences in observable long-time behavior between systems undergoing SHS and FP, as will be discussed later in this paper.

Several different zones are usually distinguished in materials undergoing SHS: reactants zone, heating zone where chemical reactions have not yet been initiated, a reaction zone, and a final product zone that has no influence on the velocity of the combustion wave. A similar zone structure characterizes mixtures undergoing frontal polymerization.

Both steady and unsteady combustion wave propagation have been observed in SHS. The wave velocity in SHS is of order \(10^{-3}\) to \(10^{-2}\) m/s \([6,7]\). Note for comparison that the front velocity in FP is of order \(10^{-4}\) m/s \([8]\).

Unsteady wave propagation was first predicted for SHS in a one-dimensional model where the combustion wave was found to propagate with an oscillating speed \([9,6]\). The rise of this instability is usually explained...
through the following series of observations that pertain to both SHS and FP.

During steady propagation of the reaction wave, a balance is maintained between the heat released during the reaction and the heat diffused into the mixture of reagents. However, when the activation energy of the reaction is sufficiently high, this balance may become upset.

Once a front of a highly exothermic reaction is initiated, a significant amount of heat is released and the temperature of the reaction zone exceeds the adiabatic temperature. The excess heat diffuses rapidly toward the reactants, lowering the temperature of the reaction zone and slowing down both the conversion process and the velocity of the front. Subsequently, the heat exchange between the reaction zone and the heating zone “preheats” the reagents, eventually leading to a “splash”—a high-temperature reaction wave propagating over a preheated reactive mixture. Gradually, the reaction front enters the region containing a cooler mixture and the temperature of the reaction zone decreases, suppressing the rate of the front propagation. The heat exchange between the reaction zone and the heating zone becomes dominant again and the process repeats itself.

Unsteady front propagation is usually undesirable in manufacturing. One of the goals of the modeling is to determine the range of material parameters within which the stability of the uniformly propagating polymerization front is guaranteed. In order for the parameter ranges to be valid, a correct modeling procedure must be followed. If the full model is too complicated to analyze, its approximations may be considered instead; however, their validity must also be addressed. For the simplest SHS and FP problems, the simplifications usually reduce to choosing an appropriate approximation of the Arrhenius kinetics function motivated by the presence of a small parameter.

In this paper, we use numerical simulations to study the influence of reaction kinetics on one-step frontal polymerization in one dimension. We show that the long-time behavior of systems governed by approximate kinetics (sharp-front, step-function) significantly differs from the long-time behavior of systems governed by Arrhenius kinetics. The differences are caused by slow bulk reactions in the initial mixture of reagents that influence both the speed and the long-time stability of the reaction front. Although these reactions can be neglected in combustion problems because of very high speeds of front propagation, they may play a role in FP, where these speeds are much slower.

Further, we show that for distributed kinetics a “true” FP is only possible for a steadily propagating, traveling wave reaction front. When a front propagates in a pulsating mode, we demonstrate the existence of pockets of unreacted monomer behind the front. These pockets evolve via the bulk polymerization mechanism.

1.2. Mathematical models

Although the mechanism of free-radical polymerization involves three steps—initiation, propagation, and termination—and five reagents—an initiator, an active initiator radical, an active polymer radical, a monomer, and a complete polymer chain [10], a number of simplifying assumptions can be made that reduce the complexity of the underlying mathematical model. Hence, we will assume [10–12] that

- The rates of reactions between the initiator radicals and the monomer and between the polymer radicals and the monomer are the same.
- The rate of change of total radical concentration is much smaller than the rates of their production and consumption.
- The initial concentration of the initiator is so large that it is not appreciably consumed during the polymerization process.
- The material diffusion is negligible compared to thermal diffusion.

Suppose that a test tube containing the monomer-initiator mixture occupies a region $\Omega \in \mathbb{R}^3$, and denote by $M(x, t)$ the monomer concentration and by $T(x, t)$ the temperature of the mixture at the point $x \in \Omega$ and the time $t > 0$. Then the process of free-radical polymerizations can be described [12] by what is known as a single-step, effective kinetics model of monomer-to-polymer conversion

$$\frac{dM}{dt} = -kM\frac{e^{E/R}}{T_{b}} (1 - (T_{b}/T)),$$  \hspace{1cm} (1)

$$\frac{dT}{dt} = \text{div}(\kappa \nabla T) + kqM\frac{e^{E/R}}{T_{b}} (1 - (T_{b}/T)),$$  \hspace{1cm} (2)
where $\chi$ is the thermal diffusivity of the mixture/final product, $k$ is the effective pre-exponential factor in the Arrhenius kinetics, $R_L$ is the gas constant, $E$ is the effective activation energy, and $T_0$ is a reference temperature that will be specified below. The constant parameter $q$ is $\Delta H/\rho$, where $\Delta H$ is the reaction enthalpy; $c$ and $\rho$ are the specific heat and the mixture density, respectively.

Throughout this paper we will assume that the test tube is one-dimensional, $\Omega = [-L, L]$, and that the thermal diffusivity $\chi$ is constant (ignoring possible dependence of $\chi$ on temperature and degree of conversion $x$).

To the system; hence for the first time, the specific heat and the mixture density, respectively.

Thermodynamics of the problem dictates that

$$ T_0 = T_0^* + qM_0^*, $$

where $T_0$ and $M_0$ are the initial temperature and concentration, respectively, in (5).

We introduce dimensionless parameters

$$ \epsilon = \frac{R_L T_0^*}{b} \quad Z = \frac{qM_0^*E}{R_L T_0^*} $$

and dimensionless variables

$$ \tilde{t} = \frac{kt}{\chi L} \quad \tilde{x} = \frac{kT}{\chi b} \quad \tilde{M} = \frac{M}{M_0} \quad \tilde{T} = \frac{T - T_0}{T_0 - T_0} $$

Here $T_0$ as defined in (10) and the Zeldovich number $Z$ is a non-dimensionalized activation energy [13] constructed as a ratio of the diffusion temperature scale $T_0 - T_0^*$ to the reaction temperature scale $R_L T_0^*/E$.

Also, note that $Z < 1$ in order to ensure that the initial temperature of the mixture is greater than absolute zero. Then (after dropping tildes) we obtain

$$ \frac{d\tilde{M}}{d\tilde{t}} = -Z\tilde{M} \exp \left( \frac{Z(T - 1)}{Z(T - 1) + 1} \right) $$

(12)

$$ \frac{d\tilde{T}}{d\tilde{x}} = \frac{\tilde{q} \tilde{T}}{\tilde{x}} + Z\tilde{M} \exp \left( \frac{Z(T - 1)}{Z(T - 1) + 1} \right) $$

(13)

Non-dimensionalizing the conditions (5)–(7) yields

$$ T(x,0) = 0, \quad M(x,0) = M_0, x \in [-L,L] $$

(14)

$$ M_t(\pm L, t) = 0, \quad M_t(\pm L, t) = 0, t \geq \tau_0 $$

(15)

$$ M_t(\pm L, t) = 0, \quad M_t(\pm L, t) = 0, t \geq \tau_0 $$

(16)

where $\epsilon = \sqrt{\frac{\chi L}{k b}}$ and $\tau_0 = k b_0 / Z$.

Eqs. (12) and (13) are not amenable to an analytical approach. Various approximations to the kinetics simplify the problem.

Conversion occurs primarily in a thin reaction zone, slowly ahead of the zone, and not at all behind the zone. A point-source approximation in both FP and SHS exploits the narrowness of the reaction zone.

The $\delta$-function sharp-front approximation of the reaction propagation in solid fuel combustion was studied in [14] in the case when $\epsilon \ll 1$. The sharp-front
approximation and the strength of the heat source term follow from the analysis similar to [15].

In [12], a sharp front approximation is combined with the step function kinetics to describe frontal polymerization. To start, the authors replaced the Arrhenius kinetics with a step function of height equal to the maximum of the Arrhenius function, as in [16]. The step-function kinetics was chosen such that its integral value on \([T_0, T_0]\) approximately equaled the integral value of the Arrhenius kinetics function on the same interval. Generally, \(T_0\) and, hence, the step function can be functions of time. In [12], only the sharp-front approximation was considered, under the assumption that the dimensionless parameter \(\epsilon\) was small.

Here we will consider a diffused version [17] of the step-function kinetics as one of two approximations to compare with the full kinetics of (12) and (13). In addition, we use Arrhenius kinetics with a cutoff, as in [17], to perform a stability analysis. Approximate kinetics in the literature and in this paper recast the problem such that traveling-wave solutions exist. These lead to bifurcation and stability analyses.

In gasless combustion, a solution exhibiting a periodically pulsating, propagating reaction front arises as a Hopf bifurcation from a solution describing a uniformly propagating front in the solid combustion context [18]. The bifurcation parameter is the Zeldovich number \(Z\), defined in (11). Amplitude, frequency, and velocity of the propagating front were determined in nonlinear analysis. It was also demonstrated analytically that the mean velocity of the pulsating front is less than the velocity of the uniformly propagating front. A similar, \(\delta\)-function approach was also adopted in [19] to perform a stability analysis.

Linear stability analyses for FP appear in a number of papers, e.g. [12]. For a weakly nonlinear analysis in this context, see [20].

Various works have explored numerically the dynamics of models with approximate kinetics, for both SHS and for FP. For instance, in [21], Arrhenius kinetics with a cutoff was used to observe chaotic pulsations, following a number of period-doubling bifurcations.

A free-interface problem for the point-source model in combustion has been studied numerically in [22]. For a sufficiently large \(Z\), the work showed transitions to chaos via a period-doubling solution and highly irregular relaxational oscillations. Increasing the bifurcation parameter lead to enhanced fluctuations and a reduction of the average velocity of propagation. The authors attributed a lack of sequential secondary bifurcations to the difference between the point-source and distributed-kinetics models (as in [21]). However, the entire spectrum of behavior for distributed kinetics was found later for the point-source model in [23].

The literature also contains numerical studies of the full Arrhenius kinetics. For example, the propagation of a pulsating front of an exothermic reaction in a condensed phase was studied numerically in [24] for the model (1) and (2). The stability of the reaction front was determined to depend on a single non-dimensional parameter

\[
a = 9.1 Z^{-1} - 2.5\epsilon. \tag{17}
\]

It was shown that if \(a > 1\) then the stationary reaction is stable. If \(a < 1\) then the reaction propagates in a pulsating regime. It was specifically noted that the structure of the front oscillations depends on \(a\) only and not on \(Z\) or \(\epsilon\) separately. Additional bifurcations were observed as \(a\) decreased further away from the threshold of stability; the average velocity of the front propagation was observed to decrease with \(a\). In [25], period doubling in gasless combustion leading to chaos was demonstrated numerically, depending on the values of activation energy and the heat of reaction. Doubling of up to the period eight was reported with regions of existence of each consecutive solution getting narrower and narrower.

In this paper we compare and contrast the computed dynamics of three models: two with different forms of approximate kinetics and one with the full Arrhenius kinetics. In the first approximation, a cutoff function multiplies the Arrhenius kinetics to eliminate bulk reactions ahead of the advancing front. The cutoff function in terms of dimensional variables is

\[
g(x, t) = \begin{cases} 0, & T(x, t) \leq (1 + \delta)T_0, \\ 1, & T(x, t) > (1 + \delta)T_0. \end{cases} \tag{18}
\]

Here \(\delta = 10^{-4}\), which is small enough to ensure that the reaction is switched off well ahead of the front.

To formulate the step-function kinetics model [17] we assume that \(\epsilon\) is small; then the system of Eqs. (12) and (13) reduces to

\[
\frac{dM}{dt} = -Z\epsilon e^{\alpha(t - t_0)}, \tag{19}
\]
Next we replace the Arrhenius kinetics $Z e^Z(T-1)$ in (19) and (20) by the step-function

$$K(T) := \begin{cases} 0, & T < T_\beta - \frac{k}{2}, \\ Z e^{Z(T-1)}, & T \geq T_\beta - \frac{k}{2}, \end{cases}$$

where $T_\beta$ is the temperature of the mixture immediately upon the completion of the reaction (or, analogously, the temperature at the product end of the reaction zone). Since this temperature is, generally, the highest temperature of the mixture, within this model the reaction is assumed to occur in the temperature range $[T_0 - (1/Z), T_\beta]$. Unless the front is a steadily propagating wave, the maximum temperature inside the test tube and, therefore, the shape of the kinetics function depend on time.

Here, we will assume that $T_\beta(t) = T(\beta(t), t)$, where $\beta(t)$ is a point at which the monomer concentration falls below a prescribed threshold value $M(\beta(t), t) = \beta$. The appropriate value of the small constant parameter $\beta > 0$ is found to be $\beta = 2.43$. The average velocity of the front is calculated by

$$v = \frac{\Delta x}{\Delta t},$$

where $\Delta x$ is the distance between grid points, $\Delta t$ is the size of the time step, and $n$ is the number of grid intervals traveled through by the front in $\Delta t$ seconds. Note that it may take multiple, say $n$, time steps for the front to travel through one grid interval. In that case, we have $a = 1/n$.

Unless specified otherwise throughout this section we will assume that the parameters

$q = 33.24$ K L/mol, $\kappa = 0.0014$ cm$^3$/s,

$k = 1$ s$^{-1}$, $T_0 = 500$ K,

are fixed; then the state of the system is completely determined once the values of $Z$ and $e$ are specified. The length of the spatial domain (test tube) in our computations varies from 4 to 87 cm, depending on the characteristic time scale of the process of interest.

2.2. Code validation: role of boundary conditions

In this section, we validate our code by comparing its predictions with existing numerical results and by demonstrating that the computed solution has the conservation properties predicted by the underlying model.

We begin by showing that our code reproduces the known, numerically determined types of FP and SHS dynamics over a range of $Z$ values for the Arrhenius kinetics (Fig. 1) as have been reported previously by [10,25], and others. The front velocity profiles presented in Fig. 1 were computed using the same data and are in excellent agreement with the results of [10]. In these computations the values of the pre-exponential factor $k$ were adjusted:

$k = 1.07$ s$^{-1}$ when $Z = 7.25$,

$k = 1.43$ s$^{-1}$ when $Z = 8.05$. 
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$k = 0.25 \text{s}^{-1}$ when $Z = 9.67$, 
$k = 6.03 \text{s}^{-1}$ when $Z = 12.08$. 

Using the values of $\epsilon$ considered in Fig. 1 and (17), the threshold values of Zeldovich number can be found to lie between $Z = 8$ and $Z = 8.41$. Hence, of the four cases, the traveling wave solutions are expected to be stable only when $Z = 7.25$. Indeed, when $Z = 7.25$, following the velocity spike corresponding to the onset of frontal mode, the front settles into propagating at a constant speed. When $Z$ is increased up to $Z = 8.05$, the front propagates in the pulsating mode following the brief transition period. When the Zeldovich number reaches $Z = 9.67$, our results demonstrate period doubling. Chaos begins to develop as the Zeldovich number is increased further.

Fig. 2 shows the results of another test of the validity of our numerical method. To initiate the reaction, we always apply the Dirichlet boundary conditions for the first 400 s during the simulations. Following this period, the Dirichlet conditions are either retained for the duration of time or are switched to the adiabatic Neumann conditions once the front begins to advance in the self-propagating mode.

According to (9), the enthalpy $H$ defined in (8) should be preserved under adiabatic conditions on the temperature. The plots of $H$ are shown in Fig.
Fig. 2. Enthalpy $H$ vs. time when either the Dirichlet boundary condition on the right side of the tube is applied at all times (solid line) or Dirichlet boundary condition on the right side of the tube is applied for the first 400 s and then switched to a Neumann boundary condition (dashed line).

For both Neumann and Dirichlet boundary conditions applied during front-propagating phase when $Z = 9.67$ and $\epsilon = 0.041$. In the former case (dashed line on Fig. 2), the Dirichlet boundary condition was applied for the first 400 s on the reaction (right) side of the test tube. During this period, a substantial amount of heat is supplied into the system as is evident from the rapidly increasing $H$. On the other hand, once the boundary condition is switched to adiabatic Neumann condition, $H$ becomes independent of time indicating that our numerical method exhibits very little numerical dissipation (dashed line on Fig. 2).

When the Dirichlet boundary condition allowing for the heat exchange between the test tube and the environment is maintained for the duration of time, the value of $H$ begins to level off around $t = 1000$ s (solid line on Fig. 2) indicating the essentially adiabatic, self-sustaining nature of the reaction.

Our numerical observations support this conclusion; beyond the transition stage, the front propagation dynamics are essentially indistinguishable for Dirichlet and Neumann boundary conditions (Fig. 3) although, as indicated by Fig. 2, the temperature and monomer distributions themselves are not necessarily the same.

2.3. Arrhenius kinetics versus non-smooth kinetics: long-time stability of polymerization front

Here we investigate the effect of the slow, low-temperature bulk reaction in a mixture of reagents far ahead of the polymerization front on the velocity and asymptotic stability of FP.

For the Arrhenius kinetics, the reaction although very slow still does occur at low temperatures. In solid-state combustion the flame front propagates extremely fast—a front has to advance by distances on the order of thousands of meters—for this bulk reaction to have any appreciable effect [6]. However, in the case of frontal polymerization the propagation speeds are relatively low and the bulk reaction in the initial mixture becomes significant if the long-time behavior of the polymerization front is important. Since the long

Fig. 3. Front velocity vs. time when either Dirichlet boundary condition on the right side of the tube is applied at all times (left graph) or Dirichlet boundary condition on the right side of the tube is applied for the first 400 s and then switched to a Neumann boundary condition (right graph).
time scale \( \bar{t} \) for the low-temperature reaction is on the order of \( e^{-2} \), one can employ the method of multiple time scales in (12)–(16) to recover the long time scale dependence of the front velocity [20]. This method is identical to quasi-steady analysis of time dependence of the traveling wave velocity in [26].

Since they were developed mostly for combustion-type problems, the majority of popular approximations of the Arrhenius kinetics incorporate some form of cutoff that sets the reaction rate to zero for temperatures below a certain threshold. For example, in [16] the reaction rate is assumed to vanish below the reaction temperature; in [18] the Arrhenius kinetics function is multiplied by a cutoff function to switch off the reaction at distances that exceed a certain critical value ahead of the front to model the fact that the reaction is insignificant in this region. All bulk reactions are clearly neglected within sharp-front approximations (e.g. [14]) as well since all reactions are reduced to a point-source on the interface.

The bulk reaction raises the temperature and lowers the monomer concentration ahead of the advancing polymerization front, thereby having a stabilizing effect on its propagation. Indeed, from the point of view of the stability criterion (17), since the temperature behind the front remains equal to \( T_b \) and the non-dimensional Zeldovich number \( Z \) is proportional to the monomer concentration in the initial mixture of reagents, the parameter \( \epsilon \) does not change on the long time scale \( \bar{t} \), while the parameter \( Z \) decreases with \( \bar{t} \), eventually falling below the stability threshold. In order to measure the influence of bulk reaction on the value of the Zeldovich number that is “seen” by the advancing front, we introduce the effective Zeldovich number

\[
Z_{\text{eff}}(t) = \frac{q M(a, t) E}{R_b T_b^2}
\]

where the point \( a \) lies ahead of the front far away from the reaction zone. When the heat diffusion is relatively slow, we expect that \( Z_{\text{eff}} \) is mainly influenced by bulk reactions.

We compare the results of simulations for the full Arrhenius kinetics, the Arrhenius kinetics multiplied by a cutoff function (18), and step-function kinetics (21).

First, let \( Z = 7 \). The position and velocity of the polymerization front for the three different types of kinetics are depicted in Figs. 4 and 5, respectively. Observe that, initially, all three kinetics lead to the uniformly propagating polymerization fronts advancing with approximately the same velocities. Although the dynamics of the fronts corresponding to either of the modified kinetics does not change with time, the front corresponding to the Arrhenius kinetics accelerates, and the frontal polymerization is completed by \( t \approx 3300 \) s (here we assume that \( m \) defined in Section 2.1 is equal to 1.E–3, that is the polymerization is considered to be complete once the concentration of the monomer falls below 1.E–3).

The consecutive positions of the reaction front at equally spaced times for both the Arrhenius kinetics and the Arrhenius kinetics with the cutoff are shown in Fig. 5. The velocity of polymerization front for the various types of kinetics.
Fig. 6. Snapshots of the monomer profiles at equal time intervals for the Arrhenius kinetics (left) and the Arrhenius kinetics with cutoff (right). The polymerization front propagates to the left.

Note that, in the system governed by the Arrhenius kinetics with the cutoff, the polymerization front propagates at the same rate and the concentration of the monomer remains constant in the mixture of reagents ahead of the front. On the other hand, the monomer is being depleted in the region ahead of the advancing front in the system governed by the Arrhenius kinetics; the polymerization in this system occurs via both the bulk and the frontal polymerization. The polymerization front exists throughout the polymerization process and propagates at an increasing speed. The effective value of the Zeldovich number shown on Fig. 7 decreases with time for the Arrhenius kinetics and remains unchanged for both the Arrhenius kinetics with a cutoff and step-function kinetics.

Next we consider frontal polymerization systems governed by the Arrhenius kinetics and Arrhenius kinetics with cutoff when $Z = 8.089$ and $\epsilon = 0.05$. According to the stability criterion (17), the uniformly propagating fronts in such systems should be unstable. Indeed, both the front velocity and the front temperature for the Arrhenius kinetics exhibit oscillating profiles as shown in Fig. 8 (cf. Fig. 1). As the front temperature we use the temperature of the mixture when the concentration of the monomer falls below 2% of its initial value; this choice is further elaborated upon in [17]. However, if the simulation is run for significantly longer time, long-time-scale behavior emerges as evidenced by Fig. 9, showing the upper and lower envelopes of the front velocity and the front temperature profiles for both the Arrhenius kinetics and the Arrhenius kinetics with the cutoff. (We use the envelopes for ease of visualization since both quantities are rapidly oscillating on the long time scale.) As the initial condition for these simulations, we used a profile that is "close" to the profile of the uniformly propagating traveling wave corresponding to $Z = 8.089$ and $\epsilon = 0.05$. Clearly this profile is unstable, as demonstrated in Fig. 9 by the initial increase in the amplitude of velocity oscillations (cf. [24]). The front pulsations corresponding to the Arrhenius kinetics with the cutoff then stabilize and retain the same amplitude throughout the simulations; however the amplitude of the front pulsations for the system governed by the Arrhenius kinetics mono-

![Fig. 6. Snapshots of the monomer profiles at equal time intervals for the Arrhenius kinetics (left) and the Arrhenius kinetics with cutoff (right). The polymerization front propagates to the left.](image1)

![Fig. 7. Effective value of the Zeldovich number for the various types of kinetics.](image2)
tonically decreases with time. If the computations are run for a longer time, the front pulsations die down, leading to the uniformly propagating polymerization front that will eventually disappear through the combination of the bulk and frontal polymerization discussed in the previous example.

The stabilization of the polymerization front becomes even more pronounced as Zeldovich number $Z$ decreases toward the stability threshold (Fig. 10). The values of $Z$ and $\epsilon$ in Fig. 10 correspond to $\alpha = 1.005$ and the criterion (17) indicates the stability of a uniformly propagating solution of (3) and (4). The system, however, is still clearly unstable with respect to front pulsations, as the initial stages of front propagation are characterized by the increased amplitude of pulsations even though the appropriate restriction of the traveling wave solution to (3) and (4) was used as the initial data. The same benchmark was used in [24] to distinguish between stable and unstable front dynamics. We attribute this apparent discrepancy to the approximate character of the criterion (17). Observe that the amplitude of front pulsations remains the same for the systems governed by the Arrhenius kinetics with the cutoff and step-function kinetics (Fig. 11), while pulsations essentially disappear in the system governed by the full Arhenius kinetics. Hence, the instability criterion (17) used in [24] may fail on the long time scale.

![Figure 8](image1.png)  
**Fig. 8.** Front velocity (left) and front temperature (right) profiles for the Arrhenius kinetics.

![Figure 9](image2.png)  
**Fig. 9.** Upper and lower envelopes of the front velocity (left) and the front temperature (right) profiles for the Arrhenius kinetics and the Arrhenius kinetics with cutoff.

Fig. 10. Upper and lower envelopes of the front velocity (left) and the front temperature (right) profiles for the Arrhenius kinetics and the Arrhenius kinetics with cutoff.

Fig. 11. Upper and lower envelopes of the front velocity for the Arrhenius kinetics with cutoff and step-function kinetics.

Fig. 12. Evolution of the effective Zeldovich number for various types of kinetics.
the Arrhenius kinetics with a cutoff when \( M(x, 4400) \) and \( T(x, 4400) \) are used as initial data. We conclude that \( Z_{\text{eff}} \) passes the stability threshold for the uniformly propagating reaction wave for some \( t \in (0, 4400) \).

Observe that the amplitude of velocity oscillations decreases slightly faster for the system with Arrhenius kinetics than for the system with Arrhenius kinetics with a cutoff (Fig. 13) due to the presence of bulk reactions that suppress the effective Zeldovich number even further.

Note that the long time scale for our choice of parameters is on the order of 1 h, and the average front velocity is approximately 50 cm/h. The amount of time necessary for stabilization to become pronounced depends on the size of the test tube and parameters of the problem—the closer is the system to the stability threshold, the more significant the stabilization effect will become. For the values of parameters in Fig. 10 the decay in the amplitude of velocity/temperature oscillations becomes apparent in \( \approx 20 \text{ min} \)—the time comparable to the duration of a typical frontal polymerization experiment.

2.4. Solution features for distributed kinetics: frontal versus bulk effects

2.4.1. Pockets of unreacted monomer

The systems governed by various one-step kinetics discussed in this paper exhibit a similar hierarchy of intermediate-time solution dynamics that range from traveling wave propagation to a chaotic pulsating mode [14,10,24,12,17]. The dynamics mirror the sequence presented in Fig. 1 for the Arrhenius kinetics. In all cases the type of dynamics depends on values of nondimensional parameters of the problems—\( \epsilon \) and the Zeldovich number \( Z \). In the previous section we have demonstrated for the Arrhenius kinetics that the reaction cannot be considered to occur strictly in a frontal mode, as the bulk reactions are always present; the propagation, however, can be approximated as being frontal on intermediate time scales, since the bulk reactions are slow. Here we show that, in fact, polymerization can be considered to be purely frontal only for uniformly propagating reaction waves in systems governed by kinetics that ignore low-temperature bulk reactions.

We begin by considering systems governed by the full Arrhenius kinetics when the value of the Zeldovich number exceeds the traveling wave stability threshold. We set \( Z = 10 \) and \( \epsilon = 0.05 \); then the front propagates via a doubly-periodic pulsating mode (cf. Fig. 3). In this regime, the polymerization front evolves by constantly cycling through the series of three distinct motions. First, the front slowly diffuses into the fresh mixture of reagents; this process is followed by a rapid “sharpening” of the front, which then quickly propagates while slowing down and widening at the same time (Fig. 14).

The interesting feature of this type of propagation is that its “sharpening” stage is very rapid and appears to occur in a bulk regime, since the monomer is depleted simultaneously everywhere within a wide reaction zone. Furthermore, the reaction rate remains higher in the front of the reaction zone leading to the appearance of a pocket of unreacted monomer at the tail of the front; the front subsequently detaches from the monomer pocket. The pocket persists for several seconds leaving it far behind the rapidly advancing polymerization front and then disappears via bulk polymerization.

The successive profiles of the monomer and temperature concentrations shown in Fig. 14 demonstrate the dynamics of the monomer pockets; the “zoomed-in"
version of Fig. 14 is depicted in Fig. 15. The plots of both the position of the front (defined as in Section 2.1) and the position of the secondary maximum of the concentration profile shown in Fig. 16 illustrate the periodic nature of the effect. Note that for values of time for which two graphs in Fig. 16 coincide, the concentration profile is a monotone function of $x$ and the secondary maximum does not exist.

In pulsating propagation, the appearances of monomer pockets and the temperature spikes in the mixture appear to be correlated (cf. Fig. 14). Note that the existence of pockets of reagents behind the combustion front was alluded to in [24], however, it is not clear whether the evidence of their existence was numerical or experimental.

Before trying to uncover the reasons for the existence of the monomer pockets, we want to rule out the possibility that they are simply numerical artifacts resulting e.g. from numerical under-sampling. We have already pointed out that our code exhibits very little numerical dissipation—this was indicated by Fig. 2 for the enthalpy $H$ of the system defined by (8). Furthermore, although our algorithm is not adaptive, since the original problem was posed in one dimension, simple grid refinement throughout the domain is not too computationally expensive.
Fig. 17. Comparison of computed monomer concentration and temperature profiles for various time steps and grid sizes.

The calculations of temperature and monomer profiles are shown in Fig. 17 for various time steps and mesh sizes. Except for the case $\Delta x = 5 \times 10^{-4}$, the results are indistinguishable—grid refinement clearly indicates numerical convergence and all sharp features are resolved and grid independent. In fact, the number of grid points in the regions of high gradients never falls below 100. Even when $\Delta x = 5 \times 10^{-4}$, the solution profiles are essentially the same, except for a small time shift. We conclude that non-monotone monomer distributions with the regions of non-zero monomer concentration behind a polymerization front correspond to a true solution of the governing system of equations.

2.4.2. Rationale for the existence of pockets of unreacted monomer

We begin this section by considering the following numerical experiment. As is shown in Fig. 14 the monomer concentration profile at $t = 138$ s is monotone. Consider the monomer concentration and the temperature profiles when $t = 138$ s as initial conditions for a polymerization system in which the heat diffusion is negligible ($\kappa = 0$). Then the governing system of Eqs. (3)–(5) reduces to a coupled system of ODEs with the spatial coordinate $x$ as parameter. This system can be solved either by setting $\kappa = 0$ in our code or by using Maple. The solution profile for $t = 140.4$ s obtained with our code when $\kappa = 0$ is presented in Fig. 18.

The monomer profiles for systems with and without diffusion in Fig. 18 appear to be qualitatively similar, especially when $x > 0.95$ where the influence of heat diffusion is, therefore, the weakest. Further, the monomer and the temperature distributions at $t = 138$ s appear to be such that, in the absence of heat diffusion, the regions with higher monomer concentration experience complete conversion faster than the regions with lower monomer concentration. Although this might appear as an indication of a higher temperature in monomer-rich regions of the gradient zone when $t = 138$ s, we will soon see that it is not necessarily so.

Consider again the system of ODEs describing the evolution of temperature and monomer concentrations in the system without heat diffusion with $M(x,t)$ and $T(x,t)$ as the initial data. Then Eqs. (3)–(5) take the

Fig. 18. Comparison of monomer concentrations in systems with and without heat diffusion.
form

$$\frac{\partial M}{\partial t} = -k_1 \rho \epsilon \frac{\partial}{\partial t} \left( \frac{\partial h(x,t)}{\partial t} \right), \quad t > t_0,$$

$$\frac{\partial T}{\partial t} = \frac{k_2 \rho \epsilon}{\partial t} \left( \frac{\partial h(x,t)}{\partial t} \right), \quad t > t_0,$$

$$M(x,t) = M(x,t), \quad T(x,t) = T(x,t).$$

(23)

Since the enthalpy density $\tilde{h}(x,t) = q \tilde{M}(x,t) + T(x,t)$ is conserved

$$\tilde{h}(x,t) = q \tilde{M}(x,t) + T(x,t) = h(x,t),$$

pointwise in $x$, we can express $\tilde{T}$ in terms of $\tilde{M}$ and reduce the system (23) to a single ODE that can be solved to obtain an implicit equation

$$\tilde{\dot{h}} = k^{-1} e^{-1/\gamma} \left[ \frac{T_0}{\epsilon h(x,t)} - \frac{T_0}{\epsilon T(x,t)} \right] - \epsilon \left[ \frac{T_0}{\epsilon T(x,t)} \right]$$

for $\tilde{M}(x,t)$ where $\text{Ei}(\cdot)$ is the exponential integral. Viewed differently, given the initial data $T(x,t)$ and $M(x,t)$ at the time $t$, the Eq. (24) determines the time necessary to reach the prescribed monomer concentration $\tilde{M}$ at the point $x$ in the absence of heat diffusion. Since the monomer concentration in our mathematical model never vanishes, we will postulate that the conversion process at the point $x$ is complete when the monomer concentration at $x$ falls below some small prescribed value $m$ to be chosen later (cf. Section 2.1).

Substituting $m$ for $\tilde{M}$ into (24) we obtain a conversion time function

$$\tilde{\dot{h}}(x,t) := k^{-1} e^{-1/\gamma} \left[ \frac{T_0}{\epsilon \tilde{h}(x,t)} - \frac{T_0}{\epsilon \tilde{T}(x,t)} \right] - \epsilon \left[ \frac{T_0}{\epsilon \tilde{T}(x,t)} \right]$$

$$- \epsilon \left[ \frac{T_0}{\epsilon \tilde{T}(x,t)} \right]$$

We will use the function $\tilde{\dot{h}}(x,t)$ to estimate the conversion time in systems where the heat diffusion is small but not negligible.

Consider again the polymerization process when $Z = 10$ and $\epsilon = 0.05$ and suppose that $m=1.4\times10^{-3}$ for the given values of $Z$ and $\epsilon$ this threshold is sufficient to resolve the finite monomer profile features. In Fig. 19 we present the temperature, monomer concentrations, and conversion time profiles at three different times. When $t = 125$ s, the "wide" polymerization front slowly "dilutes" into the unreacted monomer. When $t = 141$ s the front is at the final stages of the front sharpening process, and when $t = 157$ s, the front is in the fast propagation regime.

As indicated by dimensionless PDEs (12) and (13), for small $\epsilon$ and $T < 1$ (dimensional $T < T_0$), the reaction slows down with an increasing $Z$ and $T$ is away from 1. On the other hand, the reaction accelerates when $T$ is sufficiently close to 1. If initially the front is very sharp and the temperature in the reaction zone is not too high, then for large $Z$ we expect that the monomer concentration should decrease slowly in the zone adjacent to the front containing the fresh monomer. Hence, the front widens via its slow diffusion into the monomer. This process is accompanied by the slow rise in the temperature in the same region. This results in the monomer concentration and temperature profiles depicted in Fig. 19 for $t = 125$ s.

Note that for $t = 125$ in Fig. 19, the temperature at the point of the minimum conversion time is lower than the temperature at the point of the maximum conversion time. The concentration of unreacted monomer near the point of minimum conversion time is higher than the concentration near the point of the local maximum conversion time. This can be explained by the fact that although the initial temperature/reaction rate can be lower for a point with higher monomer concentration, the amount of heat released during the reaction is higher for the regions with higher monomer concentration leading to faster conversion times.

The combination of reaction and heat diffusion in the direction of the unreacted monomer zone raises the temperature of the reagent in the part of the reaction zone where the concentration of the monomer is close to its initial value. In the absence of heat diffusion,
the resulting large difference in the local maximum and minimum conversion times for \( t = 125 \) s sets the stage for the formation of a monomer pocket at about \( t = 130 \) s.

Near the point of the minimum conversion time for \( t = 125 \) s, the reaction rate is high by definition. Correspondingly, the heat release begins to dominate the heat diffusion. Further, the heat flux toward the cooler, unreacted monomer exceeds the flux toward the products of the reaction. We conclude the plot of conversion time for \( t = 125 \) s should qualitatively predict the structure of the solution for \( t > 125 \) s, as is confirmed by the monomer profile for \( t = 141 \) s in Fig. 19.

Fig. 19 shows that the reaction immediately to the right of \( x = 1 \) appears to proceed at about the same constant temperature at \( t = 141 \) s as at \( t = 125 \) s suggesting lack of substantial heat diffusion. Hence, the conversion time as predicted by (24) should be fairly accurate. Fig. 18 confirms the appropriateness of using the adiabatic model near \( x = 1 \). The actual conversion time for the monomer pocket should be somewhat lower due to the heat diffusion.

The above discussion implies that the monomer-to-polymer transition between \( t = 125 \) s and \( t = 141 \) s occurs essentially via the bulk mode; beyond \( t = 141 \) s it is via the combination of the bulk and the frontal mode until the monomer pocket disappears completely at some time before \( t = 157 \) s. The evolution then proceeds purely in the frontal mode until the sharp front...
quickly reaches the regions with lower temperature and slows down. The propagation mechanism then repeatedly cycles through the same modes as outlined above.

Because of the presence of heat diffusion, the small dip in the conversion time for \( t = 157 \) s in Fig. 19 does not lead to the formation of a monomer pocket. The adiabatic model predicts the differences in conversion time between the head and the tail of the front. However, the heat diffusion levels off these differences. Indeed, the same effect is indicated for the system with traveling-wave-type front (\( Z = 7 \)) as evidenced by Fig. 20.

An important observation that follows from the above discussion is that the polymerization process in a doubly-periodic pulsating propagation, e.g. \( Z = 10, \, \varepsilon = 0.05 \) considered throughout this section, cannot be described by using a point-source kinetics such as in [14]. Features like monomer pockets will never appear since all bulk reactions are neglected.

Next we will examine whether non-monotonicity of monomer concentration profile is characteristic of other types of pulsating propagation for Arrhenius and other types of distributed kinetics.

First, consider a polymerization system governed by Arrhenius kinetics when \( Z = 8.5 \) and \( \varepsilon = 0.05 \). On an
intermediate time scale, a polymerization front in this system propagates in a periodic pulsating mode. The monomer pocket formation can still be clearly observed in this case (Fig. 21); the concentration of monomer in the pocket is, however, several orders of magnitude lower than the concentration in similar pockets in doubly-periodic propagation (Fig. 15). We conjecture that the maximum concentration of monomer within a pocket rises with an increase in Zeldovich number.

When a polymerization system with $Z = 10$ and $\epsilon = 0.05$ is governed by the Arrhenius kinetics with a cutoff (18), the monomer dynamics at an intermediate time scale is essentially the same as for the Arrhenius kinetics (Fig. 22). The formation of monomer pockets behind a polymerization front can also be observed in systems governed by the step-function kinetics, both in a periodic pulsations and in a doubly-periodic pulsations mode (Fig. 23). Note that non-smoothness of monomer concentration profiles in Fig. 23 is due to the discontinuous character of step-kinetics.

In summary, we demonstrated that all distributed kinetics studied in this paper that are known to exhibit the hierarchy of modes of front propagation—traveling wave, periodic pulsating, doubly-periodic pulsating, etc.—cannot be fully described in terms of frontal polymerization alone beyond the steady traveling wave regime. The bulk mode of monomer conversion becomes important when a wide front evolves to a sharp front resulting in a formation of a monomer pocket that subsequently disappears via a bulk polymerization. These effects cannot be captured in point-source kinetics where the bulk reaction is ignored.

Further, note that for pulsating fronts the assumption that the width of the reaction zone is of order $\epsilon$ is generally invalid (Fig. 14).

We conclude this section by plotting the monomer concentration, temperature, and the conversion time when $Z = 10$ and $\epsilon = 0.05$ as functions of both time and spatial coordinate (Fig. 24). The two-dimensional figures presented throughout this section correspond to sections of these plots by planes perpendicular to the time-axis. Note that the perspective for the temperature is different than that for two other plots.

The monomer pockets in Fig. 24 are represented by small protrusions in the concentration plot pointing in the direction of time-axis. The monomer pockets survive for sufficiently long time to exist well behind the front—the right-most pocket centered near $x = 1.1$ cm disappears around $t = 175$ s when the front is located at about $x = 0.5$ cm. The related local maxima of conversion time and the temperature spikes can be clearly seen on the respective plots.

3. Conclusions

We considered a one-step kinetics model of free-radical frontal polymerization in which a monomer-
initiator mixture is converted into a polymer via a propagating self-sustaining reaction front. We demonstrated that some of the assumptions that are valid in combustion problems may lead to incorrect results in FP, mainly because of the differences in the magnitudes of non-dimensional parameters in frontal polymerization versus gasless combustion.

We showed that the long-time behavior of systems modeled with step-function and cutoff kinetics significantly departs from the long-time behavior of systems modeled with Arrhenius kinetics mainly due to the influence on front dynamics of slow bulk reactions in the initial mixture of reagents. These reactions can be neglected in combustion problems because of very high speeds of front propagation; however they may play a role in FP where these speeds are much slower.

Further, for all types of distributed kinetics considered in this paper, we demonstrated the existence of pockets of unreacted monomer behind pulsating polymerization fronts. The time evolution of these pockets proceeds via bulk polymerization. Hence, the “true” frontal polymerization in systems governed by distributed kinetics is possible only when bulk reactions ahead of the front are neglected and only for fronts that propagate with a constant speed.

Although the systems governed by the full Arrhenius kinetics and its point-source approximations generally exhibit the same spectrum of solution behavior, the stability thresholds for uniformly propagating fronts generally differ for different kinetics. The discrepancy may be attributed to the effect of the bulk reaction that is usually neglected for point-source-type kinetics. The monomer and temperature profiles in systems governed by the distributed kinetics have features that cannot be described by point-source-type kinetics. In our numerical experiments we observed that the relative magnitude of these features appears to increase as Zeldovich number increases. It will be of interest to examine whether the rise of these features signifies the widening discrepancy between the dynamics of solutions for distributed and point-source kinetics. Stated differently, since the point-source kinetics is not usually obtained from the full Arrhenius kinetics via a rigorous asymptotic procedure, how accurate is the point-source kinetics approximation for the values of the Zeldovich number beyond the stability threshold for the uniformly propagating reaction waves? We have also shown that the assumption that the width of the reaction zone is of order $\epsilon$ is generally invalid for pulsating fronts.
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